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Problem Setup

• Birkhoff Polytope can be viewed as a continuous 
relaxation of permutation

• Permutation is the intersection of Birkhoff Polytope and 
Orthogonal Matrices

• We can parameterize P as Birkhoff Polytope, and then 
enforce orthogonality during training

• We propose to solve the following optimization problem

• A is an upper-triangular matrix.
• A’ = P^T A P would automatically be acyclic if the optimal 

solution is found 
• However, permutation P is a discrete variable. We need to 

find a way to parameterize P using a continuous variable
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